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• Monte Carlo event generation

• Jet finding algorithms
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Monte Carlo 
Event Generation
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Monte Carlo Event Generators
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• Traditionally (imprecise) general-purpose tools

• Much recent work to make them more precise
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LHC Event Simulation

Hard subprocess
qq → Z0qqe.g.
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LHC Event Simulation

Parton showering
JETS
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LHC Event Simulation

Hadronization
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LHC Event Simulation

Hadronization
and decays
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LHC Event Simulation

Underlying event
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PYTHIA

HERWIG

SHERPA

Dipole-type parton shower, string hadronization

v6 Fortran; v8 C++

v6 Fortran; Herwig++

Angular-ordered parton shower, cluster hadronization

Dipole-type parton shower, cluster hadronization

C++
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MC Event Generators
http://projects.hepforge.org/herwig/

http://www.thep.lu.se/∼torbjorn/Pythia.html

http://projects.hepforge.org/sherpa/

“General-purpose event generators for LHC physics”, 
A Buckley et al., arXiv:1101.2599, Phys. Rept. 504(2011)145

http://projects.hepforge.org/herwig/
http://projects.hepforge.org/herwig/
http://www.thep.lu.se
http://www.thep.lu.se
http://projects.hepforge.org/sherpa/
http://projects.hepforge.org/sherpa/
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Parton Shower Monte Carlo

10

http://mcplots.cern.ch/

• Leading-order (LO) normalization        need next-to-LO (NLO)

• Worse for high pT and/or extra jets        need multijet merging

• Hard subprocess: qq̄ → Z0
http://lhcathome.web.cern.ch/

http://projects.hepforge.org/herwig/
http://projects.hepforge.org/herwig/
http://projects.hepforge.org/herwig/
http://projects.hepforge.org/herwig/


Improving simulation and analysis tools Bryan  Webber, LBL RPM, 16 May 201211

Improving Event Simulation

Hard subprocess
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Hard subprocessNLO

Improving Event Simulation

(loop correction)
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Hard subprocessNLO

Improving Event Simulation

(real emission)
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+Parton showering 
= Double counting??

Hard subprocessNLO

Improving Event Simulation
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Hard subprocessMultijet

Improving Event Simulation
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+Parton showering 
= Double counting??

Hard subprocessMultijet

Improving Event Simulation
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Matching & Merging
• Two rather different objectives:

• Matching parton showers to NLO matrix elements, without 
double counting

✤ MC@NLO

✤ POWHEG

• Merging parton showers with LO n-jet matrix elements, 
minimizing jet resolution dependence

✤ CKKW

✤ Dipole

✤ MLM merging

17

Frixione, BW, 2002

Nason, 2004

Catani, Krauss, Kühn, BW, 2001

Lönnblad, 2001

Mangano, 2002
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MC@NLO matching

• Expanding gives NLO result 
18

finite virtual divergent

dσMC = B (ΦB) dΦB

�
∆MC (0) +

RMC (ΦB ,ΦR)

B (ΦB)
∆MC (kT (ΦB ,ΦR)) dΦR

�

≡ B dΦB [∆MC (0) + (RMC/B) ∆MC (kT ) dΦR]

dσNLO =

�
B (ΦB) + V (ΦB)−

� �

i

Ci (ΦB ,ΦR) dΦR

�
dΦB +R (ΦB ,ΦR) dΦB dΦR

≡
�
B + V −

�
C dΦR

�
dΦB +R dΦB dΦR

dσMC@NLO =

�
B + V +

�
(RMC − C) dΦR

�
dΦB [∆MC (0) + (RMC/B) ∆MC (kT ) dΦR]

+ (R−RMC) ∆MC (kT ) dΦB dΦR

>finite   0< MC starting from no emission
MC starting from one emission

S Frixione & BW, JHEP 06(2002)029

∆MC (pT ) = exp

�
−
�

dΦR
RMC (ΦB ,ΦR)

B (ΦB)
θ (kT (ΦB ,ΦR)− pT )

�Sudakov factor 
= P(no emission 

above pT)
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• MEC=Matrix Element Correction (not NLO)

• MC@NLO is MC-specific, but result is NLO

19

Pythia (no MEC) Pythia (no MEC)

MC@NLO/PythiaMC@NLO/Pythia

MC@NLO/Herwig MC@NLO/Herwig

W pt Hardest jet pt

S Frixione & P Torrielli, JHEP 04(2010)110

MC@NLO matching
pp @14 TeV    WX



Improving simulation and analysis tools Bryan  Webber, LBL RPM, 16 May 201220

Pythia (no MEC)

Pythia (no MEC)

MC@NLO/PythiaMC@NLO/Pythia
MC@NLO/

Herwig MC@NLO/
Herwig

• Relative rapidity of  W and hardest jet

• NLO is only LO for hardest jet

S Frixione & P Torrielli, JHEP 04(2010)110

MC@NLO matching
pp @14 TeV    WX

y =
1

2
ln

�
E + pL
E − pL

�
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• Top pair production

• ATLAS at LHC (7 TeV)

• Both decays leptonic:

S Frixione, P Nason, BW, JHEP 08(2003)007
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Fig. 1 The distribution of (a) lepton pT and (b) b-tagged jet pT for the selected events compared to the MC@NLO simulation
of tt̄ events. The data is shown as closed (black) circles with the statistical uncertainty. The MC@NLO prediction is normalised
to the data and is shown as a solid (red) line. The overflow events at high pT are added into the final bin of each histogram.

 [GeV]
T

Leading additional jet p
50 100 150 200 250 300

Ev
en

ts
 / 

20
 G

eV

0

50

100

150

200

250

300

350

Data 2011

MC@NLO

-1 L dt = 2.05 fb!
ATLAS

(a)

Leading additional jet |y|

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

dN
 / 

d|
y|

0

100

200

300

400

500

600

Data 2011

MC@NLO

-1 L dt = 2.05 fb!
ATLAS

(b)

Fig. 2 Distribution of (a) leading additional jet pT and (b) leading additional jet rapidity in the selected events compared
to the MC@NLO simulation of tt̄ events. The data is shown as closed (black) circles with the statistical uncertainty. The
MC@NLO prediction is normalised to the data and is shown as a solid (red) line. In the pT distribution, the overflow events
at high pT are added into the final bin of the histogram. In the rapidity distribution, variable bin sizes are used such that the
bin edges match the rapidity intervals used to construct the gap fractions.
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Fig. 2 Distribution of (a) leading additional jet pT and (b) leading additional jet rapidity in the selected events compared
to the MC@NLO simulation of tt̄ events. The data is shown as closed (black) circles with the statistical uncertainty. The
MC@NLO prediction is normalised to the data and is shown as a solid (red) line. In the pT distribution, the overflow events
at high pT are added into the final bin of the histogram. In the rapidity distribution, variable bin sizes are used such that the
bin edges match the rapidity intervals used to construct the gap fractions.

tt̄ → bb̄l+l−νν̄

ATLAS, arXiv:1203.5015

MC@NLO for tt at LHC
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• NLO with (almost) no negative weights

• High pT always enhanced by

22

∆R (pT ) = exp

�
−
�

dΦR
R (ΦB ,ΦR)

B (ΦB)
θ (kT (ΦB ,ΦR)− pT )

�

B (ΦB) = B (ΦB) + V (ΦB) +

� �
R (ΦB ,ΦR)−

�

i

Ci (ΦB ,ΦR)

�
dΦR

dσPH = B (ΦB) dΦB

�
∆R (0) +

R (ΦB ,ΦR)

B (ΦB)
∆R (kT (ΦB ,ΦR)) dΦR

�

P Nason, JHEP 11(2004)040

K = B/B = 1 +O(αS)

arbitrary NNLO

POWHEG matching
dσMC = B (ΦB) dΦB

�
∆MC (0) +

RMC (ΦB ,ΦR)

B (ΦB)
∆MC (kT (ΦB ,ΦR)) dΦR

�

Use exact R in 
Sudakov factor for 
hardest emission
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Drell-Yan vector boson production

Z boson pT spectrum compared to D0 run II data

Solid line: NLO Herwig++ POWHEG       Blue dashes: MC@NLO
Red dashes: Herwig++ with ME corrections 

Z0 pT at Tevatron

• NLO is only LO at high pT

23

Hamilton, Richardson, Tully JHEP10(2008)015 

D0 Run II

(with MEC)
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Solid line: NLO Herwig++ POWHEG       Blue dashes: MC@NLO
Red dashes: Herwig++ with ME corrections 

Drell-Yan vector boson production

W boson pT spectrum compared to D0 run I dataW pT at Tevatron

24

Hamilton, Richardson, Tully JHEP10(2008)015 

D0 Run I

(with MEC)

• All agree (tuned) at Tevatron
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tt  pT at Tevatron

25

• CDF/D0 disagreement
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ization and factorization scales in the interval mt/2 < µ < 2mt. The experimental distribution and the

µ = mt theoretical distribution are normalized in such a way that their integrals equal to one.

jet, the total transverse energy in the event H⊥ and the transverse momentum of the tt̄ pair. All

these distributions receive non-uniform enhancements from jet radiation in top quark decays. In

particular, H⊥ and p⊥(5th jet) distributions are strongly enhanced at low values of H⊥ and p⊥,

where relatively soft radiation in top quark decays dominates. Also, the rapidity distribution of

the 5th hardest jet receives strong enhancement at central rapidities which is a consequence of the

fact that top quark decay products are produced mostly at small rapidities. We note that similar

shape changes were recently observed in the context of studying pp̄ → tt̄j within the parton shower

approximation in Ref. [27]. Note, however, that the cross-section computed in Ref. [27] seems

closer to the contribution that we identify as “jet radiation in production”. While – as we just saw

– such a result underestimates the cross-section, it is probably consistent with the fact that decays

in Ref. [27] are treated in the parton shower approximation which by construction conserves the

overall probability and does not change normalization.

We also consider the distribution in the transverse momentum of the tt̄ pair in Fig. 4. This

kinematic distribution is particularly interesting because recent results by the D0 collaboration [44]

show a disagreement between predictions of MC@NLO [45] and data at low transverse momenta.

Since we deal with top quark decay products rather than with stable top quarks, we need to define

what is meant by the tt̄ transverse momentum. To this end, we imagine that the reconstruction

proceeds by finding two non-b jets whose invariant mass is closest to MW and then combining

the transverse momenta of these two jets, two b-jets, the lepton transverse momentum and the

missing transverse momentum, to obtain the transverse momentum of the tt̄ pair. We find that

the transverse momentum distribution of the tt̄ pair is affected by the radiation in the decay
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* Melnikov, Scharf, Schulze, arXiv:1111.4991
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D0, Phys Rev D84 (2011) 112005
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tt  inv. mass at Tevatron

26

• CDF/D0 in agreement with SM

4

leptonically (t→ lνb) and the other hadronically (t→ qq̄
�
b) [17]. We detect the lepton and four jets from top quark

decays and quark hadronization, and an inferred neutrino based on the presence of missing energy. The detector
is triggered by a high transverse momentum lepton (electron or muon) in the central portion of the detector, or
by �ET > 35 GeV if the event contains at least two energetic jets. This latter dataset makes up the “loose muon”
sample, which is a new addition compared to the previous version of this analysis. We require that all candidate
events contain exactly one electron or muon with ET (pT ) > 20 GeV(GeV/c), as well as four or more hadronic jets
with ET > 20 GeV and |η| < 2.0. Jets are reconstructed using a cone algorithm with δR =

�
δφ2 + δη2 < 0.4,

and calorimeter signals are corrected for detector inefficiencies with a jet energy scale factor. We require missing
transverse energy, �ET > 20 GeV, consistent with the presence of an undetected neutrino. We finally require that
HT , the scalar sum of the transverse energy of all objects (lepton, jets, �ET ) be HT > 220 GeV, which leaves 97%
of the signal but reduces the backgrounds by 17%. The SECVTX algorithm [18] is used to find displaced b-decay
vertices using the tracks within the jet cones, and at least one jet must contain such a “b-tag”. Jets with b-tags
are restricted to |η| < 1.0.

2 GeV/cttM
300 400 500 600 700 800

)2
Ev

en
ts

 / 
(2

5G
eV

/c

0

100

200

300

400

500

600 l+Jets Data

 + BkgtNLO (QCD + EW) t

Bkg

-1CDF Run II Preliminary L = 8.7 fb

2 GeV/cttM
300 400 500 600 700 800

)2
Ev

en
ts

 / 
(2

5G
eV

/c

1

10

210

310

l+Jets Data

 + BkgtNLO (QCD + EW) t

Bkg

-1CDF Run II Preliminary L = 8.7 fb

FIG. 1: Reconstructed mass of the tt̄ system compared to the prediction of our background plus powheg model.

The sample passing this selection contains 2498 candidate events. The estimated non-tt̄ background in our sample
is 505±123 events. The predominant backgrounds are from QCD-induced W+multi-parton events containing either
b-tagged heavy-flavor jets or errantly tagged light-flavor jets. These are modeled with the alpgen generator [19]
scaled by tagging efficiencies, mis-tagging rates, and sample normalizations from direct measurements. QCD
multi-jet events with fake leptons and mis-measured �ET are modeled using multi-jet events with lepton candidates
that are rejected by our cuts. Small backgrounds from electroweak processes (WW,WZ, single-top) are reliably
estimated using Monte Carlo generators. The contributions from these various background sources are summarized
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FIG. 2: Expected and observed tt invariant mass distribution for the combined � + 3jets, and � + 4 or more jets channels, with
at least one identified b-jet. The error bars for the data drawn on top of the SM background indicate the statistical uncertainty.
Superimposed as white area is the theory signal for a top-color-assisted technicolor Z� boson with MZ� = 650 GeV. The number
of data, signal and expected background events from each source are indicated in Table I.

yields for the data and background sources are indicated in Table I. Invariant mass distributions are computed for
events with exactly one b-tag and for events with more than one b-tag. Additionally, the distributions are separated
into 3 jet and 4 or more jet samples, as well as Run IIa and Run IIb data ranges. The measured invariant mass
distributions and corresponding background estimations are shown in Fig. 2 for the 3 and ≥ 4 jet samples for Run
IIa and Run IIb samples combined.

Finding no significant deviation from the standard model expectation, a Bayesian approach is applied to calculate
95% C.L. upper limits on σX · B(X → tt) for hypothesized values of MX between 350 and 1000GeV. A Poisson
distribution is assumed for the number of observed events in each bin, and flat prior probabilities are taken for the
signal cross-section times branching fraction. The prior for the combined signal acceptance and background yields is
a multivariate Gaussian with uncertainties and correlations described by a covariance matrix [32].

The expected and observed 95% C.L. upper limits on σX · B(X → tt) as a function of MX , after combining the 1
and 2 b-tag samples and the 3 and ≥4 jet samples, are summarized in Table II and displayed in Fig. 3. Figure 3 also
shows the theoretical prediction [5] for the topcolor Z � resonance production. The 95% C.L. lower Z � mass limit is
derived by intersecting the theory prediction with the expected (observed) 95% C.L. lower limit on σX · B(X → tt̄).
The expected limit for the Z � boson is 870 GeV. The full Run II dataset used in this analysis excludes a Z � boson
with masses MZ� < 820GeV. The limits for the Run IIa (Run IIb) subsamples individually are 685 (820) GeV.

Figure 4 shows the measured σX · B(X → tt̄) values as a function of MX , together wtih the expected exclusion
region. The small excess of events around MX ≈ 650 GeV seen in Fig. 2 gives rise to an observed resonance cross
section of less than 2σ significance.

The limits for pure vector or pure axial vector couplings of the Z’ to top quark pairs were compared for part of
the Run IIb data set (1.2 fb−1). No difference was observed, therefore we conclude that our limit is valid for narrow
resonances of any arbitrary vector and axial vector couplings.
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FIG. 2: Expected and observed tt invariant mass distribution for the combined � + 3jets, and � + 4 or more jets channels, with
at least one identified b-jet. The error bars for the data drawn on top of the SM background indicate the statistical uncertainty.
Superimposed as white area is the theory signal for a top-color-assisted technicolor Z� boson with MZ� = 650 GeV. The number
of data, signal and expected background events from each source are indicated in Table I.

yields for the data and background sources are indicated in Table I. Invariant mass distributions are computed for
events with exactly one b-tag and for events with more than one b-tag. Additionally, the distributions are separated
into 3 jet and 4 or more jet samples, as well as Run IIa and Run IIb data ranges. The measured invariant mass
distributions and corresponding background estimations are shown in Fig. 2 for the 3 and ≥ 4 jet samples for Run
IIa and Run IIb samples combined.

Finding no significant deviation from the standard model expectation, a Bayesian approach is applied to calculate
95% C.L. upper limits on σX · B(X → tt) for hypothesized values of MX between 350 and 1000GeV. A Poisson
distribution is assumed for the number of observed events in each bin, and flat prior probabilities are taken for the
signal cross-section times branching fraction. The prior for the combined signal acceptance and background yields is
a multivariate Gaussian with uncertainties and correlations described by a covariance matrix [32].

The expected and observed 95% C.L. upper limits on σX · B(X → tt) as a function of MX , after combining the 1
and 2 b-tag samples and the 3 and ≥4 jet samples, are summarized in Table II and displayed in Fig. 3. Figure 3 also
shows the theoretical prediction [5] for the topcolor Z � resonance production. The 95% C.L. lower Z � mass limit is
derived by intersecting the theory prediction with the expected (observed) 95% C.L. lower limit on σX · B(X → tt̄).
The expected limit for the Z � boson is 870 GeV. The full Run II dataset used in this analysis excludes a Z � boson
with masses MZ� < 820GeV. The limits for the Run IIa (Run IIb) subsamples individually are 685 (820) GeV.

Figure 4 shows the measured σX · B(X → tt̄) values as a function of MX , together wtih the expected exclusion
region. The small excess of events around MX ≈ 650 GeV seen in Fig. 2 gives rise to an observed resonance cross
section of less than 2σ significance.

The limits for pure vector or pure axial vector couplings of the Z’ to top quark pairs were compared for part of
the Run IIb data set (1.2 fb−1). No difference was observed, therefore we conclude that our limit is valid for narrow
resonances of any arbitrary vector and axial vector couplings.
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Fig. 1 Expected and observed distributions for the invariant mass (plots (a) and (b)) and transverse momentum (plots (c)
and (d)) of the reconstructed tt̄ system. The left hand panels show distributions in the electron channel, while the right
hand panels show distributions in the muon channel. The data are compared to the sum of the tt̄ signal contribution and
backgrounds. The background contributions from W+jets and multijet production have been estimated from data, while the
other backgrounds are estimated from simulation. The uncertainty on the combined signal and background estimate includes
systematic contributions. Overflows are shown in the highest bin of each histogram.

distribution ∆|y| as a function of the reconstructed top-
antitop invariant mass mtt̄ (a two-dimensional unfold-
ing problem).

Two bins are used for mtt̄ in the two-dimensional
unfolding of∆|y| versusmtt̄, separated atmtt̄ = 450 GeV.
The choice of this mtt̄ value is motivated by the ob-
served CDF forward-backward asymmetry [6] and by
separating the data sample into two bins with roughly
equal number of events.

An additional cut on the value of the likelihood for
the tt̄ candidate is required in the two-dimensional un-
folding, since a large fraction of simulated events with
a badly reconstructed mtt̄ are found to have a low like-
lihood value.

The response matrix (including both detector and
acceptance effects) for the inclusive AC measurement
is shown in Fig. 2. Six bins in ∆|y| are used in the
response matrix, with the outermost bins broader than
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Fig. 1 Expected and observed distributions for the invariant mass (plots (a) and (b)) and transverse momentum (plots (c)
and (d)) of the reconstructed tt̄ system. The left hand panels show distributions in the electron channel, while the right
hand panels show distributions in the muon channel. The data are compared to the sum of the tt̄ signal contribution and
backgrounds. The background contributions from W+jets and multijet production have been estimated from data, while the
other backgrounds are estimated from simulation. The uncertainty on the combined signal and background estimate includes
systematic contributions. Overflows are shown in the highest bin of each histogram.

distribution ∆|y| as a function of the reconstructed top-
antitop invariant mass mtt̄ (a two-dimensional unfold-
ing problem).

Two bins are used for mtt̄ in the two-dimensional
unfolding of∆|y| versusmtt̄, separated atmtt̄ = 450 GeV.
The choice of this mtt̄ value is motivated by the ob-
served CDF forward-backward asymmetry [6] and by
separating the data sample into two bins with roughly
equal number of events.

An additional cut on the value of the likelihood for
the tt̄ candidate is required in the two-dimensional un-
folding, since a large fraction of simulated events with
a badly reconstructed mtt̄ are found to have a low like-
lihood value.

The response matrix (including both detector and
acceptance effects) for the inclusive AC measurement
is shown in Fig. 2. Six bins in ∆|y| are used in the
response matrix, with the outermost bins broader than
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I. INTRODUCTION

The creation of top quarks in qq̄ annihilation is a unique test of pair-production in QCD at very large momentum
transfer. The CDF and D0 collaborations have previously reported on forward-backward asymmetries in qq̄ → tt̄
production at

√
s = 1.96 TeV at the Fermilab Tevatron. This strong process is symmetric in production angle except

for a small charge asymmetry (O(7%)) arising in higher order QCD [1]. Using samples of roughly 5 fb−1, CDF
measures parton level asymmetries of AFB = 0.158±0.074 [2] in the lepton+jets channel and AFB = 0.42±0.16 [3]
in the dilepton channel. Combining the two CDF results gives AFB = 0.201 ± 0.067 [4]. This is in very good
agreement with an independent D0 measurement of AFB = 0.196 ± 0.065 [5] in a similarly sized sample. CDF
and D0 have performed simple differential measurements in the l+jets samples using two bins each in the proxy
variables ∆y and Mtt̄. The two experiments agree on a large ∆y dependence; CDF sees a large Mtt̄ dependence,
D0 a smaller, but statistically consistent, one.

These results have stimulated new work on the NLO QCD calculation which raised the level of the expected
asymmetry somewhat (6%→ 7%), but not enough to account for the observations. More speculative consideration
of the asymmetry invokes new interactions in the top sector [6]. In one group of models the gluon interferes with
new axial s-channel objects arising from an extended strong gauge group or extra dimensions. In other models,
light t-channel objects with flavor violating couplings create an asymmetry via a u/d → t flavor change into the
forward Rutherford peak. Model-building must accommodate the apparent standard model consistency in the
measured cross-section and Mtt̄ spectrum. Other related phenomena, such as di-jet bumps, same-sign tops, etc.
lead to corollary limits or new search modes at the Tevatron and LHC.

This paper reports a new study on the asymmetry in the lepton+jets sample at CDF, including the following
new features:

• We use the complete Run II dataset of 8.7 fb−1, and include a new data stream, µ+jet events collected with
a �ET trigger. The total sample size is 2498 events, compared to 1260 in the 5.3 fb−1 analysis.

• The default tt̄ signal model is the NLO powheg generator, which contains the QCD asymmetry expected in
the standard model. We also add small corrections reflecting new results on the electroweak contributions to
the asymmetry.

• The acceptance corrections used to propagate the data to the parton level incorporate the NLO powheg
model, which is important in events with extra jets.

• Parton level shape corrections utilize a regularized unfolding algorithm rather than the matrix-inversion of
the previous analysis. This allows a proper multi-binned measurement of the rapidity and mass dependence
of the asymmetry, AFB(∆y) and AFB(Mtt̄).

• AFB(∆y) and AFB(Mtt̄) are found to be well-fit by a linear ansatz, and the slopes are compared to the NLO
predictions.

II. MONTE CARLO MODELS AND EXPECTED ASYMMETRIES

A. Standard Model

mc@nlo powheg mcfm
Inclusive 0.067 0.066 0.073
|∆y| < 1 0.047 0.043 0.049
|∆y| > 1 0.130 0.139 0.150

Mtt̄ < 450 GeV/c2 0.054 0.047 0.050
Mtt̄ > 450 GeV/c2 0.089 0.100 0.110

TABLE I: Asymmetry predictions of powheg, mc@nlo, and mcfm after applying electroweak corrections.

The standard model predictions for the top asymmetry referenced in this note are based on the next-to-leading-
order (NLO) event generator powheg [7]. We have made extensive checks of powheg against the NLO generator
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Data NLO (QCD+EW) tt̄ + Bkg.

|∆y| AFB (± stat.) AFB

0.0 - 0.5 0.021 ± 0.029 0.007

0.5 - 1.0 0.047 ± 0.036 0.028

1.0 - 1.5 0.208 ± 0.051 0.057

≥ 1.5 0.216 ± 0.087 0.089

Data NLO (QCD+EW) tt̄ + Bkg.

Slope α∆y of Linear Fit (15.0 ± 4.5)× 10
−2

5.1× 10
−2

TABLE IV: Measured and expected asymmetries as a function of |∆y|.
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AFB(Mtt̄) =
NF (Mtt̄)−NB(Mtt̄)
NF (Mtt̄) + NB(Mtt̄)

(3)
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IV. RAPIDITIES AND ASYMMETRIES IN THE RECONSTRUCTED DATA

The top direction is measured with frame-invariant difference of the t and t̄ rapidities, ∆y = yt− yt̄. In the limit

where the pT of the tt̄ system is small, the asymmetry

AFB =
N(∆y > 0)−N(∆y < 0)

N(∆y > 0) + N(∆y < 0)
(1)

is identical to the asymmetry in the top quark production angle in the tt̄ rest frame.

The reconstructed ∆y distribution is shown for all the data in Fig. 4. The plot shows the measured asymmetry

and the expected asymmetry for the NLO tt̄ plus background prediction. Table III summarizes the asymmetry

values in the inclusive sample and as a function of the lepton charge, and also compares with the 5.3 fb
−1

results.

The inclusive asymmetry in ∆y is AFB = 0.066± 0.020 compared to 0.026 predicted. The uncertainties in the new

analysis scale as expected from the previous analysis according to the increase in the number of candidate events.

As before, when the sample is separated by lepton charge, the asymmetries are equal within errors, as expected

from CP conservation.
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Comparison of Two-Bin Parton Level AFB to 

Previous Results 

Moriond 2012 D. Mietlicki 17 

!! Previous version of CDF analysis only provided parton-level 
results for two bins of Mtt and Δy 

!! Table compares the new result in the same two bins to the 
previous results (all numbers are percentages) 

Selection NLO (QCD+EW) CDF, 5.3 fb-1 D0, 5.4 fb-1 CDF, 8.7 fb-1 

Inclusive 6.6 15.8 ± 7.4 19.6 ± 6.5 16.2 ± 4.7 

Mtt < 450 GeV/c2 4.7 －11.6 ± 15.3 
7.8 ± 4.8 

(Bkg. Subtracted) 
7.8 ± 5.4 

Mtt ! 450 GeV/c2 10.0 47.5 ± 11.2 
11.5 ± 6.0 

(Bkg. Subtracted) 
29.6 ± 6.7 

|Δy| < 1.0 4.3 2.6 ± 11.8 
6.1 ± 4.1 

(Bkg. Subtracted) 
8.8 ± 4.7 

|Δy| ! 1.0 13.9 61.1 ± 25.6 
21.3 ± 9.7 

(Bkg. Subtracted) 
43.3 ± 10.9 

D. Mietlicki, Moriond, 2012
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Abstract A measurement of the top-antitop produc-
tion charge asymmetry AC is presented using data cor-
responding to an integrated luminosity of 1.04 fb−1 of
pp collisions at

√
s = 7 TeV collected by the ATLAS

detector at the LHC. Events are selected with a single
lepton (electron or muon), missing transverse momen-
tum and at least four jets of which at least one jet is
identified as coming from a b-quark. A kinematic fit is
used to reconstruct the tt̄ event topology. After back-
ground subtraction, a Bayesian unfolding procedure is
performed to correct for acceptance and detector ef-
fects. The measured value of AC is AC = −0.018 ±
0.028 (stat.) ± 0.023 (syst.), consistent with the pre-
diction from the MC@NLO Monte Carlo generator of
AC = 0.006±0.002.Measurements of AC in two ranges
of invariant mass of the top-antitop pair is also shown.

Keywords Top physics · Charge asymmetry
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1 Introduction

The top quark is the heaviest elementary particle so far
observed. With a mass close to the electroweak scale it
may play a special role in physics beyond the Standard
Model (SM). Its pair production at hadron colliders al-
lows a test of quantum chromodynamics (QCD) at high
energies.

This paper describes the measurement of the charge
asymmetry AC , defined as [1, 2]:

AC =
N(∆|y| > 0)−N(∆|y| < 0)

N(∆|y| > 0) +N(∆|y| < 0)
, (1)

where∆|y| ≡ |yt|−|yt̄| is the difference between the ab-
solute values of the top and antitop rapidities (|yt| and
ae-mail: atlas.publications@cern.ch

|yt̄|) and N is the number of events with ∆|y| positive
or negative.

Although tt̄ production at hadron colliders is pre-
dicted to be symmetric under the exchange of t and t̄ at
leading order, at next-to-leading order (NLO) the pro-
cess qq̄ → tt̄g exhibits an asymmetry in the differential
distributions of the top and antitop, due to interfer-
ence between initial and final state gluon emission. The
qq̄ → tt̄ process also possesses an asymmetry due to
the interference between the Born and box diagrams.
Similarly, the qg → tt̄q process is asymmetric due to
interference between amplitudes which have a relative
sign difference under the exchange of t and t̄. The pro-
duction of tt̄ pairs by gluon-gluon fusion, gg → tt̄, on
the other hand, is symmetric.

In pp̄ collisions at the Tevatron, where top pairs are
predominantly produced by quark-antiquark annihila-
tion, perturbative QCD predicts that the top quark will
be preferentially emitted in the direction of the incom-
ing quark and the antitop in the direction of the in-
coming antiquark [3]. Consequently, the charge asym-
metry is measured as a forward-backward asymmetry,
AFB. Recent measurements of AFB by the CDF and
D0 Collaborations [4–7] show a 2-3σ excess over the
SM expectations enhancing interest in scrutinising the
tt̄ asymmetry. For tt̄ invariant mass, mtt̄, greater than
450GeV, the CDF experiment measures an asymme-
try in the tt̄ rest frame which is 3.4σ above the SM
prediction [6]. Several new physics models have been
proposed to explain the excess observed at CDF and
D0 [1, 8–17]. Different models predict different asym-
metries as a function of mtt̄ [18].

In pp collisions at the LHC, the dominant mech-
anism for tt̄ production is expected to be the gluon-
gluon fusion process, while tt̄ production via qq̄ or qg is
small. Since the initial state is symmetric, the forward-
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N(∆|y| > 0) +N(∆|y| < 0)
, (1)

where∆|y| ≡ |yt|−|yt̄| is the difference between the ab-
solute values of the top and antitop rapidities (|yt| and
ae-mail: atlas.publications@cern.ch

|yt̄|) and N is the number of events with ∆|y| positive
or negative.

Although tt̄ production at hadron colliders is pre-
dicted to be symmetric under the exchange of t and t̄ at
leading order, at next-to-leading order (NLO) the pro-
cess qq̄ → tt̄g exhibits an asymmetry in the differential
distributions of the top and antitop, due to interfer-
ence between initial and final state gluon emission. The
qq̄ → tt̄ process also possesses an asymmetry due to
the interference between the Born and box diagrams.
Similarly, the qg → tt̄q process is asymmetric due to
interference between amplitudes which have a relative
sign difference under the exchange of t and t̄. The pro-
duction of tt̄ pairs by gluon-gluon fusion, gg → tt̄, on
the other hand, is symmetric.

In pp̄ collisions at the Tevatron, where top pairs are
predominantly produced by quark-antiquark annihila-
tion, perturbative QCD predicts that the top quark will
be preferentially emitted in the direction of the incom-
ing quark and the antitop in the direction of the in-
coming antiquark [3]. Consequently, the charge asym-
metry is measured as a forward-backward asymmetry,
AFB. Recent measurements of AFB by the CDF and
D0 Collaborations [4–7] show a 2-3σ excess over the
SM expectations enhancing interest in scrutinising the
tt̄ asymmetry. For tt̄ invariant mass, mtt̄, greater than
450GeV, the CDF experiment measures an asymme-
try in the tt̄ rest frame which is 3.4σ above the SM
prediction [6]. Several new physics models have been
proposed to explain the excess observed at CDF and
D0 [1, 8–17]. Different models predict different asym-
metries as a function of mtt̄ [18].

In pp collisions at the LHC, the dominant mech-
anism for tt̄ production is expected to be the gluon-
gluon fusion process, while tt̄ production via qq̄ or qg is
small. Since the initial state is symmetric, the forward-
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Fig. 4 The unfolded ∆|y| distribution for the electron channel (left) and the muon channel (right) after b-tagging, compared
to the prediction from MC@NLO. The uncertainties on the measurement include both statistical and systematic contributions.
The error bands on the MC@NLO prediction include uncertainties from parton distribution functions and renormalisation and
factorisation scales.

Asymmetry reconstructed detector and acceptance unfolded

AC (electron) -0.034 ± 0.019 (stat.) ± 0.010 (syst.) -0.047 ± 0.045 (stat.) ± 0.028 (syst.)

AC (muon) -0.010 ± 0.015 (stat.) ± 0.008 (syst.) -0.002 ± 0.036 (stat.) ± 0.023 (syst.)

Combined -0.018 ± 0.028 (stat.) ± 0.023 (syst.)

Table 3 The measured inclusive charge asymmetry values for the electron and muon channels after background substraction,
before and after unfolding.
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Fig. 5 Unfolded asymmetries in two regions of mtt̄ compared to the prediction from MC@NLO. The error bands on the
MC@NLO prediction include uncertainties from parton distribution functions and renormalisation and factorisation scales.

considering masses between 100 GeV and 10 TeV and
the range of couplings for which the new physics con-
tribution to the tt̄ cross section at the Tevatron lies in
the interval [-0.8,1.7] pb. This is a conservative require-
ment which takes into account the different predictions

for the SM cross section as well as the experimental
measurement (see Ref. [17] for details).

In addition, a conservative upper limit on new physics
contributions to σtt̄ for mtt̄ > 1 TeV is imposed. Fur-
ther details can be found in Refs [17,55]. The coloured
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to NLO calculations for the SM [15] and to predictions of an effective field theory (EFT) [17].
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7 Conclusion
An inclusive and three differential measurements of the charge asymmetry in tt production
using data corresponding to an integrated luminosity of 4.7 fb−1 have been reported. Events
with top-quark pairs decaying in the lepton+jets channel were selected and a full tt event re-
construction was performed to determine the four-momenta of the top quarks and antiquarks.
The measured distributions of the sensitive observable were then corrected for acceptance and
reconstruction effects. The measured value for the inclusive asymmetry as well as the mea-
sured asymmetry as a function of three differentiating variables, the rapidity, the transverse
momentum, and the invariant mass of the tt̄ pair is in agreement with the predictions and no
hints for contributions from physics beyond the standard model have been found.
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Multijet Merging
• Objective:  merge LO n-jet matrix elements 

with parton showers such that

✤ Multijet rates for jet resolution > Qcut   
(see later) are correct to LO (up to Nmax)

✤ Shower generates jet structure below Qcut

✤ Leading (and next) Qcut dependence cancels
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CKKW: Catani et al., JHEP 11(2001)063

MLM: Mangano et al., NP B632(2002)343

-L: Lonnblad, JHEP 05(2002)063

*

* ALPGEN or MadGraph, n<Nmax
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Z0+jets at Tevatron

• “MEPS”=CKKW

• CDF run II data

• Jet pT and Njets

• Insensitive to Qcut

• Insensitive to Nmax>1 
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Hoeche, Krauss, Schumann, 
Siegert, JHEP05(2009)053
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Figure 8: Jet pT in Njet ≥ 1 and Njet ≥ 2 events compared to data from CDF [66].
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Figure 9: Jet multiplicity and jet pT in Njet ≥ 2 events compared to data from CDF [66].

portance of correctly describing additional hard jet production by the respective matrix elements can be
estimated.

7 Conclusions

In this publication we have presented a general formal framework to discuss algorithms for the merging of
multi-jet matrix elements and parton showers. We have constructed a merging algorithm that maintains
the logarithmic accuracy provided by the parton shower in both initial and final state radiation. In this
construction, special emphasis is put on an invariant formulation of the respective phase-space separation
criterion. Because this criterion is not identical with the parton-shower evolution parameter, the logarithmic
accuracy can only be maintained by running a truncated shower.

Hard matrix elements must be interpreted in the large-NC limit to provide an input for shower Monte Carlos.
Since the respective strategy is not unambiguous, the influence of different methods to assign colours was
studied. We find no significant difference between the proposed algorithms, which range from heuristic
assignment to the choice of a configuration with probability proportional to the respective colour ordered
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portance of correctly describing additional hard jet production by the respective matrix elements can be
estimated.

7 Conclusions

In this publication we have presented a general formal framework to discuss algorithms for the merging of
multi-jet matrix elements and parton showers. We have constructed a merging algorithm that maintains
the logarithmic accuracy provided by the parton shower in both initial and final state radiation. In this
construction, special emphasis is put on an invariant formulation of the respective phase-space separation
criterion. Because this criterion is not identical with the parton-shower evolution parameter, the logarithmic
accuracy can only be maintained by running a truncated shower.

Hard matrix elements must be interpreted in the large-NC limit to provide an input for shower Monte Carlos.
Since the respective strategy is not unambiguous, the influence of different methods to assign colours was
studied. We find no significant difference between the proposed algorithms, which range from heuristic
assignment to the choice of a configuration with probability proportional to the respective colour ordered
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Z0+jets at LHC (CMS)

• Inclusive jet rates (anti-kt-algorithm -- see later)

• “Very good agreement with predictions from ME+PS simulation, 
while PS alone starts to fail for njet ≥ 2”

33

Results for Z, ETjet>30 GeV

Also for Z+jets results are in agreement with expectations from 
ME+PS, but statistical uncertainty is larger and PS alone is also 
compatible with data
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 Z0+jets at LHC  (ATLAS)

• Same conclusion as CMS ...
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N Makovec, Moriond, 2011 
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LHC Cross Section Summary 
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Moriond
QCD 12 G. Dissertori : Experimental Summary

My conclusions
Jets

incl. and dijet cross sections: overall good agreement 
with NLO. Maybe some deviations seen at large mjj and 
large rap. separation
interesting deviations also seen for central-forward jets 
and D* frag. function

Photons:
diphoton delta-phi: beautiful test case of NNLO QCD
angular decorrelations in gam+2/3 jets at Dzero: nice 
evidence for the need to include double parton 
scattering

V+jets:
regarding jet rates, angular correlations: a “triumph” for 
tools such as NLO and ME+PS calculations
many kinematic variables studied already, more to come
W+b(b) : this needs further understanding

Dibosons:
CDF excess in W+2j not confirmed by other exps
LHC WW cross sections slightly high?
otherwise, very good agreement with NLO QCD

Last but not least:
nice re-analysis of JADE data, precise extraction of 
alphas from 3-jet rate at NNLO+NLLA level, pQCD theory 
uncertainty < 1% !
recent results shown on jet prod. and alphas from HERA 
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But all is not perfect ...
• fgap(Q0) = fraction of tt events having no 

extra jets with pT> Q0 in rapidity interval 

36
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Fig. 4 The measured gap fraction as a function of Q0 is compared with the prediction from the NLO and multi-leg LO MC
generators in the three rapidity regions, (a) |y| < 0.8, (b) 0.8 ≤ |y| < 1.5 and (c) 1.5 ≤ |y| < 2.1. Also shown, (d), is the gap
fraction for the full rapidity range |y| < 2.1. The data is represented as closed (black) circles with statistical uncertainties.
The yellow band is the total experimental uncertainty on the data (statistical and systematic). The theoretical predictions are
shown as solid and dashed coloured lines. The gap fraction is shown until Q0 = 300 GeV or until the gap fraction reaches one
if that occurs before Q0 = 300 GeV.
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The yellow band is the total experimental uncertainty on the data (statistical and systematic). The theoretical predictions are
shown as solid and dashed coloured lines. The gap fraction is shown until Q0 = 300 GeV or until the gap fraction reaches one
if that occurs before Q0 = 300 GeV.
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Fig. 4 The measured gap fraction as a function of Q0 is compared with the prediction from the NLO and multi-leg LO MC
generators in the three rapidity regions, (a) |y| < 0.8, (b) 0.8 ≤ |y| < 1.5 and (c) 1.5 ≤ |y| < 2.1. Also shown, (d), is the gap
fraction for the full rapidity range |y| < 2.1. The data is represented as closed (black) circles with statistical uncertainties.
The yellow band is the total experimental uncertainty on the data (statistical and systematic). The theoretical predictions are
shown as solid and dashed coloured lines. The gap fraction is shown until Q0 = 300 GeV or until the gap fraction reaches one
if that occurs before Q0 = 300 GeV.

• MC@NLO predicts too little central jet activity

• All matching/merging schemes predict too much forward

• Combined NLO+multijet merging is clearly needed

ATLAS, arXiv:1203.5015
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Jet Finding Algorithms

37
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A 7-jet event

38

SUSY Strong Production Searches @ ATLAS

Christopher Young

0-lepton High Multiplicity Analysis: Results

27 / 48
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Importance of Jets

39

QCD jets flowchart[Jets]

Jet (definitions) provide central link between expt., “theory” and theory

And jets are an input to almost all analyses

G. Salam (CERN/Princeton/LPTHE) QCD and the LHC 20 / 36

G Salam, 2011 
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Jet cross sections should be:

40

• Computable from data in reasonable time

• Calculable in perturbative QCD

• Robust against non-perturbative effects

• Correctable for underlying event
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Jet Algorithms

41

• “Cone” algorithms

• Clustering algorithms

✤ LUCLUS (Sjöstrand, 1983)

✤ JADE (Bethke et al.,1986)

✤ kT/Durham (Dokshitzer,1990)

✤ Cambridge/Aachen (Dokshitzer et al.,1997)

✤ Anti-kT (Salam et al., 2008)
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How does anti-kt fare?
[Jets]

Timing v. particle multiplicity 2005
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CDF JetClu (very unsafe)

3.4 GHz P4, 2 GB

R=0.7

Tevatron LHC lo-lumi LHC hi-lumi LHC Pb-Pb

G. Salam (CERN/Princeton/LPTHE) QCD and the LHC 24 / 36

Jet algorithms: computation

• Computation time ∝ N3
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How does anti-kt fare?
[Jets]

Timing v. particle multiplicity 2008
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CDF MidPoint (seeds > 1 GeV)

CDF JetClu (very unsafe)

FastJet

Seedless IR Safe Cone

(SISCone)

Cam/Aachen

R=0.7

anti-k t

LHC lo-lumi LHC hi-lumi LHC Pb-Pb

kt

in critical region of N ∼ 2000− 4000

1000 times faster than previous attempts with similar jet algorithms

FastJet code available publicly at http://fastjet.fr/

G. Salam (CERN/Princeton/LPTHE) QCD and the LHC 24 / 36

Jet algorithms: computation

FastJet: Cacciari & Salam, Phys Lett B 641(2006)57 

• Computational geometry N3 → N logN
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Clustering algorithms
• Algorithms have two key elements:

✤ ordering variable     : combine smallest if

✤ resolution variable

• LUCLUS: 

• JADE: 

• kT/Durham: 

• Cambridge/Aachen:

• Anti-kT: 

44

vij ∼ {EiEj/(Ei + Ej)}2 θ2ij , yij = vij/E
2
cm

vij

yij > y

vij = M2
ij ∼ EiEj θ

2
ij , yij = vij/E

2
cm

vij ∼ min{Ei, Ej}2 θ2ij , yij = vij/E
2
cm

vij ∼ θ2ij , yij = ykT
ij

vij ∼ θ2ij/max{Ei, Ej}2 , yij = ykT
ij
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Hadronization
• Simple “tube” model describes many features

45

q q̄

pT

λ =

�
d2pT ρ(pT )pT = Nhad�pT �/2Y

Y−Y

η =
1

2
ln

�
E + pL
E − pL

�

Q = Ecm =

�
dη d2pT ρ(pT )pT cosh y = 2λ sinhY
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�y3−jet�

�y3−jet� ∼ λ/Q

�y3−jet� ∼ (λ lnQ/Q)2

�y3−jet� ∼ (λ ln lnQ/Q)2

�y3−jet� ∼ (λ/Q)2

• Algorithm should classify tube as 2-jet

✤           smallest is best 

• JADE: 

• LUCLUS, kT/Durham: 

• Cambridge/Aachen:

• Anti-kT: 

(c)

(a) (b)

Figure 2: Resolving a third jet in the final state of the tube model: (a) JADE, (b)
Durham, (c) angular-ordered Durham algorithm.

The largest value of ycut at which this can be achieved occurs when one half of the tube
is divided axially into two half-cylinders, as illustrated in Fig. 2(b), giving

Pt ∼
∫ Y

0

∫

d2pt|ptx|ρ(pt) ∼
2

π
λY (2.6)

and hence

〈y3〉D ∼
(

2λ ln(Q/λ)

πQ

)2

. (2.7)

This is shown by the solid curve in Fig. 3, which agrees well enough with the Monte Carlo

tube model data (circles). We see the expected great improvement relative to the JADE
algorithm, due to the power-suppression factor of 1/Q2 rather than 1/Q. However, the

presence of the log-squared enhancement factor means that the coefficient of 1/Q2 is far
larger than O (λ2), the order of magnitude that one might hope to be achievable with an
optimal jet algorithm.

An alternative way of estimating non-perturbative contributions to 〈y3〉 has been

proposed in Ref. [15]. At lowest order in perturbation theory, for any infrared-safe jet
algorithm, this quantity is proportional to αS. In higher orders it is given by a power series

in αS(Q), where the argument of the coupling is set by the only available hard-scattering
scale Q = Ecm. Now although the perturbative predictions may be expressed in terms of

αS(Q), one cannot avoid sensitivity to the region of low momenta k $ Q inside integrals
that contribute to those predictions. This sensitivity makes the perturbation series in
αS(Q) strongly divergent at high orders, leading to power-behaved ambiguities.

In the ‘dispersive approach’ of Ref. [15] these so-called renormalon ambiguities are

resolved by assuming the existence of a universal low-energy effective strong coupling

5
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Hadronization
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Jet algorithms: hadronization

• Anti-kT is best for small hadronization effect
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Jet contours – visualised[1. Defining jets]

Gavin Salam (CERN/Princeton/Paris) Jets in SM and beyond PANIC, 28 July 2011 8 / 25

Jet algorithms: underlying event

• Anti-kT is best for controlled UE subtraction

Cacciari, Salam, Soyez, JHEP04(2006)063 
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LHC Quench Incident

49

• First beams on 10 Sept 2008

• On 19 Sept 2008, an electrical fault caused 
~100 bending magnets to quench

• 6 tons of LHe lost, 53 magnets damaged

• Startup delayed >1 year time to switch to anti-kT
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Jet profiles at LHC

50

4 4 Jet observables

!"
#$"
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Figure 1: Pictorial definition of the differential (top) and integrated (bottom) jet shape quanti-

ties. Analytical definitions of these quantities are given in the text.

where δr = 0.1.

The integrated jet shape Ψ(r) is defined as the average fraction of the transverse momentum of

particles inside a cone of radius r around the jet axis:

Ψ(r) =
∑

ri<r
pT,i

∑
ri<R

pT,i
.

The sums are over the reconstructed particles, with the distance ri =
�
(yi − yjet)2 + (φi − φjet)2

relative to the jet axis described by yjet and φjet, and R = 0.7.

The observed detector-level jet shapes and true particle-level jet shapes differ due to (a) jet

energy resolution effects, (b) detector response to individual particles, (c) smearing of the jet

directions, (d) smearing of the individual particle directions, and (e) inefficiency of particle

reconstruction, especially at low pT. The data are unfolded to the particle level using bin-

by-bin corrections derived from the CMS simulation based on the PYTHIA 6.4 (PYTHIA6) MC

generator [32] tuned to the CMS data (tune Z2). The Z2 tune is identical to the Z1 tune described

in [33], except that Z2 uses the CTEQ6L [34] parton distribution function (PDF), while Z1 uses

CTEQ5L [35] PDF. The correction factors are determined as functions of r for each jet pT and

rapidity bin and vary between 0 and 20%. These unfolding factors depend on the MC model,

since the model affects the momentum and angular distributions and flavour composition of

particles in a jet, and therefore the simulated detector response to the jet. In order to estimate

the systematic uncertainty due to the fragmentation model, the corrections are also derived

using PYTHIA8 [36], PYTHIA6 tune D6T [32], and HERWIG++ [37]. The largest difference of these

three sets of correction factors from those of PYTHIA6 tune Z2 is assigned as the uncertainty on

the correction. This uncertainty is typically 2–3% in the region where the bulk of the jet energy

is deposited and increases to as high as 15% at large radii where the momentum of particles is

very small. For very high pT jets where the fraction of jet momentum deposited at large radii is

extremely small, the uncertainty is less than 1% at r = 0.1 and reaches 25% at high radii.

The impact of the calibration uncertainties for particles used to measure the jet shapes is studied

separately for charged hadrons, neutral hadrons, and photons. The calibration of each type of

particle is varied within its measurement uncertainty, depending on its pT and η. The resulting
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Figure 5: Measured integrated jet shape, 1 − Ψ(r = 0.3), as a function of jet pT in different

jet rapidity regions, compared to HERWIG++, PYTHIA8, and PYTHIA6 predictions with various

tunes. Statistical uncertainties are shown as error bars on the data points and the shaded region

represents the total systematic uncertainty of the measurement. Data points are placed at the

bin centre; the horizontal bars show the size of the bin. The ratio of each MC prediction to the

data is also shown in the lower part of each plot.
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Figure 5: Measured integrated jet shape, 1 − Ψ(r = 0.3), as a function of jet pT in different

jet rapidity regions, compared to HERWIG++, PYTHIA8, and PYTHIA6 predictions with various

tunes. Statistical uncertainties are shown as error bars on the data points and the shaded region

represents the total systematic uncertainty of the measurement. Data points are placed at the

bin centre; the horizontal bars show the size of the bin. The ratio of each MC prediction to the
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Figure 5: Measured integrated jet shape, 1 − Ψ(r = 0.3), as a function of jet pT in different

jet rapidity regions, compared to HERWIG++, PYTHIA8, and PYTHIA6 predictions with various

tunes. Statistical uncertainties are shown as error bars on the data points and the shaded region

represents the total systematic uncertainty of the measurement. Data points are placed at the

bin centre; the horizontal bars show the size of the bin. The ratio of each MC prediction to the

data is also shown in the lower part of each plot.
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Figure 5: Measured integrated jet shape, 1 − Ψ(r = 0.3), as a function of jet pT in different

jet rapidity regions, compared to HERWIG++, PYTHIA8, and PYTHIA6 predictions with various

tunes. Statistical uncertainties are shown as error bars on the data points and the shaded region

represents the total systematic uncertainty of the measurement. Data points are placed at the

bin centre; the horizontal bars show the size of the bin. The ratio of each MC prediction to the

data is also shown in the lower part of each plot.

• Parton shower and hadronization

• No matching or merging

• Anti-kT, R=0.7

CMS, arXiv:1204.3170
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Jimmy [36] for an underlying event model. Unless otherwise specified, Pythia samples

use the AMBT1 tune [28]. In some figures the Perugia2010 Pythia tune is used [37], which

has been found to describe jet shapes more accurately at ATLAS [14]. Leading-order parton

density functions are taken from the MRST2007 LO* set [38, 39], unless stated otherwise.

No pile-up was included in any of these samples.

The MC generated samples are passed through a full simulation [40] of the ATLAS de-

tector and trigger, based on GEANT4 [41]. The Quark Gluon String Precompound (QGSP)

model is used for the fragmentation of nuclei, and the Bertini cascade (BERT) model for

the description of the interactions of the hadrons in the medium of the nucleus [42].

6 Detector-level Distributions

Detector-level distributions for jet pT, η, mass,
√
d12,

√
d23, τ21 and τ32 are shown in

Figures 1-6. The statistical uncertainty represented in ratios is that from Monte Carlo and

data added in quadrature. Representative distributions of the substructure variables are

shown for the 300–400 GeV bin only. The Monte Carlo is normalised to the data separately

in each plot. The properties of these jets are observed to be reasonably well modelled by

leading-order parton-shower Monte Carlo. There are approximately four times fewer split

and filtered jets (e.g. Figure 3) because many jets fail the splitting criteria described above.
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Figure 1. pT (left) and η distribution (right) of Cambridge-Aachen R = 1.2 jets with pT >
200 GeV.
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Figure 2. pT (left) and η distribution (right) of anti-kt R = 1.0 jets with pT > 200 GeV.
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Figure 3. pT (left) and η distribution (right) of Cambridge-Aachen R = 1.2 jets after splitting
and filtering with pT > 200 GeV.
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• Only 2 pb-1

• Parton shower 
generation only

• No matching or 
merging

R ≥
�
∆ηij +∆φij ∼ θij

C/A

anti-kt

ATLAS, arXiv:1203.4606

Early jet cross sections at LHC



Improving simulation and analysis tools Bryan  Webber, LBL RPM, 16 May 2012

Latest jet cross sections at LHC
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4 7 Measurement-Theory Comparison
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Figure 1: Inclusive jet (left) and dijet (right) cross sections compared to the theory prediction
using the central value of the NNPDF PDF set.

NLO calculation is performed using five different PDF sets: CT10 [17], MSTW2008NLO [18],
NNPDF2.1 [19], HERAPDF1.5 [20], and ABKM09 [21] at the corresponding default values of
the strong coupling constant αS(MZ) = 0.1180, 0.120, 0.119, 0.1176, and 0.1179 respectively. The
non-perturbative effects are estimated from the simulation, using the event generators PYTHIA6
(tune Z2 1) and HERWIG++ 2.4.2 [23]. The chosen Monte Carlo models are representative of the
possible values of the non-perturbative corrections, due to their different physics description
(PYTHIA6 vs HERWIG++). The non-perturbative correction is defined as the ratio of the cross
section predicted with the nominal generator settings divided by the cross section predicted
with the MPI and hadronisation switched off. The central value of the non-perturbative cor-
rection is calculated from the average of the two models considered, and ranges from 1% to
20%. The PDF variation introduces uncertainties on the theoretical prediction up to 30%, while
the variation of αS(MZ) by 0.001 introduces an additional 1–2% uncertainty. The renormal-
ization and factorization scale uncertainty is estimated as the maximum deviation at the six
points (µF/µ, µR/µ) = (0.5, 0.5), (2, 2), (1, 0.5), (1, 2), (0.5, 1), (2, 1), where µ = pT (inclusive)
or µ = pave

T (dijet). An additional uncertainty of at most 10% is caused by the non-perturbative
correction. Scale uncertainty ranges from 5% to 10% for |y| < 1.5 but increases to 40% for the
outer |y| bins and for high dijet masses and jet pTs. Overall, the PDF uncertainty is dominant.

7 Measurement-Theory Comparison
In order to reveal the details of the agreement between the CMS data and the theory prediction,
the ratio of the two is taken. Figures 2 - 3 shows the ratio to the prediction using the central
value of the NNPDF PDF set. The additional curves represent the ratio of the other PDF sets’
central values. An overall good agreement is observed in all rapidity bins, with the various
theory predictions showing differences of ≈ 10%.

Figures 4- 12 show the comparison of the measurement with the central value of all PDF sets,

1The PYTHIA6 Z2 tune is identical to the Z1 tune described in [22] except that Z2 uses the CTEQ6L PDF while z1
uses CTEQ5L
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Figure 5: Dijet double-differential cross section as a function of dijet mass, binned in half the abso-
lute rapidity difference between the two leading jets, y∗ = |y1 − y2|/2. The results are shown for jets
identified using the anti-kt algorithm with R = 0.6. For convenience, the cross sections are multiplied
by the factors indicated in the legend. The data are compared to the NLOJET++ prediction and to the
POWHEG prediction using the CT10 PDF set. The light-shaded bands indicate the uncertainty on the
theory prediction. The error bars indicate the statistical uncertainty on the measurement, and the dark-
shaded bands indicate the quadratic sum of the experimental systematic uncertainties, dominated by the
jet energy scale uncertainty. There is an additional overall uncertainty of 3.9% due to the luminosity
measurement that is not shown.
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• NLO with hadronization corrections (NP)

• m12 = dijet invariant mass
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A high-mass dijet
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Spectacular events...
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Searching for new signals
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SUSY Strong Production Searches @ ATLAS

Christopher Young

0-lepton meff Analysis: Results
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SUSY Strong Production Searches @ ATLAS

Christopher Young

0-lepton High Multiplicity Analysis: Results
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• “SUSY” = Constrained Minimal 

Supersymmetric Standard Model

• Huge parameter space still to explore
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ATLAS Search Summary
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-1 = (0.04 - 5.0) fbLdt-
 = 7 TeVs

ATLAS
Preliminary

ATLAS Exotics Searches* - 95% CL Lower Limits (Status: Moriond QCD 2012)
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CMS Search Summary

56Moriond
QCD 12 G. Dissertori : Experimental Summary

Exotica: Executive summary

43

CMS searches, similar picture for ATLAS L. Sonnenschein

Dijets
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Conclusions & Prospects

57

• Event generators now have more controlled precision

✤ Surprisingly good agreement with first LHC data

✤ Next steps:

✴ Multijet NLO merging (MENLOPS)

✴ NLO parton showering?

• LHC delay meant better jet algorithm (anti-kt) adopted

✤ Next steps: 

✴ Better theory understanding (beyond FO)

✴ Use of jet substructure
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Backup
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Parton distributions

• uu   tt dominates at Tevatron,  gg   tt at LHC
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Tev

Q=2mt

LHC

u
du,d
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• Only qq asymmetric

• NLO effect ~5% at 
parton level

• t prefers q direction

60

y ≡ 1

2
ln

�
E + pz
E − pz

�

yt > yt̄ExpectAsymmetry in Top Quark Pair Production DAMTP HEP-GR Colloquium 04/05/11

Standard Model prediction
• Only qq asymmetric

• NLO effect ~5% at 
parton level

• t prefers q direction
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Standard Model Prediction

Asymmetry arises at !s
3 order.

(Close analogy with QED !3 asymmetry, Berends et al. 1973)

Interference of ISR with FSR:

Interference of box with tree:

y ≡ 1

2
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�
E + pz
E − pz

�

yt > yt̄Expect

Asymmetry in Top Quark Pair Production DAMTP HEP-GR Colloquium 04/05/11

Standard Model prediction
• Only qq asymmetric

• NLO effect ~5% at 
parton level

• t prefers q direction

8

3

Standard Model Prediction

Asymmetry arises at !s
3 order.

(Close analogy with QED !3 asymmetry, Berends et al. 1973)

Interference of ISR with FSR:

Interference of box with tree:

y ≡ 1

2
ln

�
E + pz
E − pz

�

yt > yt̄Expect

∆y = yt − yt̄ Att̄ =
N(∆y > 0)−N(∆y < 0)

N(∆y > 0) +N(∆y < 0)
> 0

Att̄ < 0 if extra jet or high ptt̄T

Att̄ > 0 dominant (low ptt̄T )

Top quark asymmetry AFB
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• LHC is a pp collider        no effect?? 

• No! Effect should increase with Ytt  (q vs q)

• SM effect is small (plots show MC truth for 2 fb-1) 
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∆y = yt − yt̄ , Ytt̄ =
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Top quark asymmetry at LHC
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• LHC is a pp collider        no effect?? 

• No! Effect should increase with Ytt  (q vs q)

• Rapidity correlation should be as shown below 

• Top rapidity distribution should be wider
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Att̄ =
N(∆y > 0)−N(∆y < 0)

N(∆y > 0) +N(∆y < 0)

yt

yt̄ + +

∆y = yt − yt̄ , Ytt̄ =
1

2
(yt + yt̄)

Top quark asymmetry at LHC

AC =
N(∆|y| > 0)−N(∆|y| < 0)

N(∆|y| > 0) +N(∆|y| < 0)

∆|y| ≡ |yt|− |yt̄| > 0 ∆y · Ytt̄ > 0


